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1.  Guidance

To Benchmark the SMR Process, we used The TACOM-ARDEC Benchmarking Desk Guide as our basic guidance.  In this guide,  we found the four phases of a  Benchmarking Study: Planning, Data Collection, Analyzing Gaps and Adapting Improvements. We implemented each of these phases, but not necessarily sequentially.  In planning, we developed our study approach, detailed our process, conducted root cause analyses of known problems, and stated our Benchmarking objectives.   This phase of the effort was extremely productive both to gain insight into our process and to train junior team members.   

However, as we entered the data collection and gap analysis phases, we quickly realized that ideas learned through our research and survey techniques would be useable immediately, without selecting formal Benchmarking partners.  Two conditions made this possible: first, the number of organizations going through a Quality transformation had multiplied exponentially since the late 1980’s.  Second, the availability of the World Wide Web had given these organizations an inexpensive forum to publish their best practices.  The data available was tremendous.  From this data, we extracted meaningful improvements to our process that we implemented immediately.  Most improvements were from organizations that were not ultimately chosen as partners. It was at this point that we knew our original schedule was unrealistic, and that Benchmarking for our purposes would be part of our continuous improvement efforts.

We also used two books by Robert C. Camp as guidance in conducting Benchmarking studies: “Benchmarking - The search for Industry Best Practices that Lead to Superior Performance” and Business Process Benchmarking - Finding and Implementing Best Practices.”  Mr. Camp’s writings helped us to see the value of Benchmarking and, to confirm our belief that, by his definition, the Systems Measurement Review (SMR) was indeed the type of critical, top level process deserving of a formal study.  He also gave us our working definition of Benchmarking, quoted by him from the Xerox Corporation: “The continuous process of measuring ourselves against our toughest competitors or those organizations known as leaders.”  While this report is the culmination of a formal study effort, we believe our Benchmarking work on the SMR should be continuous, lasting to the point where we believe we are the leaders.

The SMR team had a member, Ms. JoAnn Scachetti, trained in Benchmarking by the American Productivity and Quality Center.  The course “Applying Benchmarking Skills in Your Organization: Skills, Tools and Techniques” also proved very useful in helping the team organize itself for the effort.

2.  Benchmarking Charter

Our Charter was signed in July, 1995.  (Appendix A) It described the SMR, the team and documented the intention to follow Mr. Camp’s guidance in conducting a formal study.  The Charter listed the following “Focus Questions,” a term coined by the team to describe questions that immediately came to mind when the team was presented with the opportunity to interview counterparts in other organizations.  Listing these questions helped the team to focus on the issues we had with our process BEFORE doing the formal process analysis recommended by Mr. Camp.  From our counterparts in other organizations we would want to know: What constitutes information for decision making? Which department takes the lead?  How are other departments involved? How is data collected, stored and displayed? What analysis techniques are used to look at the data? Who reviews the data? How often? What is the feedback mechanism? What management decisions are made from the data reviews? How is the review of corporate data linked to planning? Is there a metric for self-assessment of the process?

By the nature of these questions, one can see that the SMR team was aware of the weaknesses in their process.  Besides this worker level insight, the SMR team was the beneficiary of the TACOM-ARDEC Quality self-assessment that had recently been conducted.  This Quality self-assessment was part of the effort to apply for the President’s Award for Quality (PAQ).  During the process, the SMR team had the advantage of feedback from the on-site review team.  This feedback, as detailed in the following section, greatly helped with the team’s focus.  Feedback from subsequent reviews added to the knowledge base.  The feedback itself was essentially Benchmarking information in that our process was compared with not only the criteria, but with the processes of past winners of the awards.

The Charter was signed by both the Director of Resources Management, 

Mr. Jay Decker and the Director of Information Management, Mr. Donald Gulliksen.  Employees of both organizations were to participate in the Benchmarking study.  This is a reflection of TACOM-ARDEC’s response to the PAQ criteria, which links Information and Analysis in one element.  In reality, the team was composed of employees of the Resources Management Directorate, with employees of the Information Management Directorate serving as advisors to the team.

3.  Determining Benchmarking Objectives

The team went through a formal process analysis and brainstorming sessions to arrive at a greater understanding of the SMR process and to develop an unrestricted list of “improvement opportunities.”  After analysis and reduction/combination of ideas, the team reached consensus on a list of 18

improvement opportunities. (Appendix B)   As part of the brainstorming process, the team had identified its customers and had analyzed what was most important to them.  At the top of this list was the TACOM-ARDEC “Decision Makers,” who needed timely, accurate data on the key issues they dealt with in managing the mission and the installation.  This data must be presented with enough analysis to understand the history, the trend and the potential effect of future actions.  Using this understanding of the customer, the team prioritized the list of 18.

Using this list, consensus was reached on the top 5 improvement opportunities.

The number 5 was also a consensus figure, based on the realization that all 18 opportunities presented too large of a field to successfully focus our attention.

The top 5 were:

a.  Fewer more meaningful metrics linked to business plans, goals and objectives.

b.  Metrics reflecting TACOM-ARDEC customer requirements.

c.  More timely data to update metrics.

d.  Outdated software/electronic presentation

e.  Single metrics process for all forums.

A root-cause analysis was done on each of the top 5 improvement opportunities.

This process was documented with fish-bone diagrams. (Appendix C)  The team analyzed these  5 diagrams and arrived at the consensus that “Fewer more meaningful metrics linked to business plans, goals and objectives” was the key Benchmarking opportunity.

4.  The Search for Partners

The initial search for Benchmarking partners took three forms: First, we used the list of the past winner’s of the Baldrige and President’s Quality Award as potential partner’s.  Second, TACOM-ARDEC  had joined the American Productivity Quality Center’s Benchmarking Clearinghouse.  This service includes access to a database of best practices of industry and government APQC member organizations.  The database permits key word searches.  We searched using the following key words: “measure”, “monitor”, “performance measurement”, “process measurement”, and “results”. This search produced over fifty organizations who had specific narratives in the database for our key words. (Appendix D) And, third, we did Internet and literature searches on the topic of performance measurement.  This produced a tremendous amount of instructional material on the subject as well as additional potential partners. 

In addition to these search methods, the SMR team leader attended a conference “Performance Measurement for Strategic Planning.”  At this conference, corporations considered the leaders in performance measurement presented their programs. The presenters included: Sears, Digital Equipment Corp., The Geon Co., Steelcase Industries, Monsanto Corp., Eastman Chemical Corp., First Chicago Trust, Kaiser Permante, Smith International, Sun Microsystems, Tenneco Energy, Amoco Corp., McNeil Consumer Products Div of J&J, Best Foods, Arizona Public Service and McDonnell Douglas.

Screening Survey:

The team developed a survey form to be used in the exploration for Benchmarking partners. (Appendix E)  It was called a “Screening Survey” because the intent was to go from hundreds of potential partners to a select few.  From these few, more in-depth interviewing would be used to find the one or two partners we sought.  The survey was designed to be completed by either the SMR team members during telephone interviews or by the organization’s POC for either Quality or, more desirably for performance measurement as a mailing to their place of business.  The survey form included a brief introduction to the survey intent, some questions to establish the nature of the company surveyed and the person completing the survey, and then direct questions on our key performance measurement issues. 

5.  Government Partners

It was obvious early in our search that the Air Force Materiel Command (AFMC) was a leader in government and potential partner.  As a President’s Quality Award winner (1995), AFMC had a tremendous amount of material available to the team.  We made contacts with AFMC senior staff who directed us to the functionals with direct knowledge of their performance measurement effort.  Having confidence in the potential for AFMC to be our governmental Benchmarking partner, we dug into their process and came up with some innovations that were immediately useful.  In terms of “fewer more meaningful metrics,” we adapted an AFMC metrics deskguide for use by TACOM-ARDEC metrics developers.  If the metrics developers truly understand metrics principles, the metrics they produce will be more useful and more meaningful.

The TACOM-ARDEC deskguide was produced early in the study effort and made available to all employees on the TACOM-ARDEC WEB page.  The deskguide table of contents is provided at Appendix F.

The Air Force tolerates no ambiguity in its performance metrics.  They have an individual metrics “operational definition” for each performance measure.  The definition describes what data is being collected, from which population it is taken, in support of which customer, the responsibility of which group, etc.  This definition leaves no uncertainty about what was is shown and why.  We adapted this operational definition to our purposes and began developing definitions for all our metrics.  This effort uncovered several problems with our metrics and immediate improvements were made.  We also used this format to point out a serious flaw in an Army Materiel Command metric.  The definition became a part of our metrics deskguide.

The AFMC also uses a concept they call “composite metrics.”  While not a new idea, it was new to us in the context of corporate level performance measurement.  The composite metric plots two variables, such as customer satisfaction and income, in a search for relationships and trends.  We adopted this format immediately and have found opportunities to use it in TACOM-ARDEC metrics. (Appendix  G)

Having made these improvements to our process, we met with the AFMC performance measurement team.  They had been invited to brief the U.S. Army Materiel Command staff on their performance measurement process.  We attended this training in order to get a first hand look at their process and their performance measures.  In this way, we hoped to accomplish the “Gap Analysis” required by our Benchmarking process.  In terms of “fewer more meaningful metrics”, we were extremely disappointed by the reality of the AFMC metrics.

To “manage by metrics”, the AFMC kept over 140 measures (600 pages) at their level.  Only 50% of AFMC strategic goals were covered by a metric, and those metrics were only 40% of the total metrics.  By their own assessment, 60% of their metrics could not be related to a strategic goal.  Not only was the number of metrics ludicrous, but they were often meaningless.  For example, they tracked “Command Tobacco Usage” by Commissary sales.  They tracked “Worship Quality Index” by requiring all installation Chaplains to collect survey information from clients.  From this visit we determined that there was no performance gap between the AFMC and TACOM-ARDEC and we were satisfied that we had taken from them several significant process improvements.

As a President’s Quality Award winner, we also looked at TACOM-TARDEC as a potential Benchmarking partner.  We held a video teleconference with some of the authors of their award nomination.  It was obvious to us that their approach to performance measurement was strong at the engineering team level, but at that time, they had no set of corporate measures by which senior staff managed the organization.

6.  Industry Partners

The search for industry partners was both rewarding and frustrating.  The rewards came from the great amount of knowledge that was easily acquired about performance measurement in industry.  The frustration came in the conducting of telephonic surveys of potential partners.  In general, our industry counterparts were not as well connected to the Quality efforts of their companies as the SMR team is connected to TACOM-ARDEC’s TQM efforts.  Our requests for information were often seen as extra work.  Generally, our industry counterparts preferred to mail us information packages.  In summary, our survey efforts produced insufficient detail to select a Benchmarking partner.

However, as described in paragraph 1.,  information on industry “Best Practices” is voluminous.  We collected super information that was immediately useful in terms of team training.  The information was useful in helping the SMR team understand what performance measurement means to business as contrasted by what we knew of government.  We learned what industry means by the “Balanced Scorecard” approach.  This approach was introduced to coax industry from relying exclusively on financial measures (bottom-lines).

In a Balanced Scorecard, there are financial measures, but they are understood to be “lagging” indicators of past performance.  To influence the financials of tomorrow, you must design activities and performance measures in the non-financial areas of today’s business.  “Leading” indicators such as employee attitude, product reliability, customer satisfaction, etc. must be added to a companies performance measurement system.  In performing a Gap Analysis,  we concluded that TACOM-ARDEC already had a Balanced Scorecard.   Ironically, we felt that our performance measures could use more financial bottom lines, particularly in capturing our efforts to reduce support costs and manage individual business units.  Understanding the Balanced Scorecard approach gave us great insight.

By attending the conference “Performance Measurement for Strategic Planning,”  mentioned in paragraph 4.,   we finally put together a complete picture of performance measurement as practiced by industry.  The SMR team leader heard the thirteen corporate presentations and interviewed many of the speakers, many of them senior vice-presidents, CFOs or CEOs.  The results had great relevance for TACOM-ARDEC:

The SMR team had been regularly challenged to explain why corporation “A” can claim that they manage their entire corporation using only three performance measures, corporation “B” only five, and so on.  The challenges came from many directions, including feedback from the N.J. Quality Award feedback, quote: “no corporate overview of a few choice metrics.”

We learned from the speakers that corporate performance measurement starts with strategic planning.  The vision of the company and its goals are established from short to long range.   The goals are followed by “strategic initiatives” that articulate a small number (typically 3-5) of things that must be done quickly for the organization to survive and prosper in its desired markets.  These initiatives are considered life-or-death activities and are managed very aggressively.  For each of these initiatives, performance measures are designed to make sure that what is measured truly indicates the success or failure of the strategic initiative.

These measures become the corporate “dashboard.”  The entire organization is made aware of the initiative and held accountable for their individual contributions.  Where competition sensitive, the metrics are disguised to mask the initiative.  In terms of Gap-Analysis, this “dashboard” is the small set of top level metrics that TACOM-ARDEC did not have.

On a tier just below the dashboard, are the basic set of corporate performance measures (typically 25-50), that include process, product, financial, employee  and customer satisfaction.  On the third tier are Business Unit specific measures (typically 20-40) focused on program management and administrative issues.  On the lowest tier are measures from project teams (typically 10-20).  These focus on cost, schedule and delivery issues.

We developed a composite model of corporate metrics (graphically displayed at Appendix H).  Continuing our Gap-Analysis, TACOM-ARDEC compared very well with the composite model,  with the exception of the top level, “DASHBOARD” metrics.  At the urging of the SMR team, the TACOM-ARDEC Board of Directors accepted the challenge to develop this set of metrics.  TACOM-ARDEC DASHBOARD metrics will be the measures of performance of our most strategic initiatives.  As a front-end to the SMR, the benefits of a DASHBOARD include clarity of purpose, work force motivation, accountability, and a bridge between our strategic planning and operational effectiveness. This improvement was a valuable product of our Benchmarking effort, although no individual partner company was identified.

Metrics Criteria (Baldrige Ribbon) 

The pursuit of the President’s Quality Award helped the SMR team to focus on the Baldrige Criteria.  We were challenged by site evaluators to develop a measure the effectiveness of our performance measurement program. We had been seeking a criteria that we could use to evaluate the metrics.  We had reviewed the methods and criteria used by many companies to select and evaluate metrics.  Although worded differently, the various approaches were variations on the basic Baldrige criteria.  We adopted a set of criteria for our purposes, closely tied to Baldrige.  

To be meet our criteria (APPENDIX I), metrics must be aligned with the goals and objectives of the organization.  They must track a critical activity, one that is closely aligned with the needs of our customers.  Typically they measure product or process quality, product performance, financial impact, or supplier quality.  Mechanically, the metric must track current performance and performance over time, preferably 3-5 years.  The metric must use some form of comparison to others, preferably leaders in our business.

Special credit is given to metrics that include root cause analysis, are valuable in multiple metrics forums, link activities of more than one business system or

include a complete improvement plan.  If a metric meets this criteria, it is rewarded with a “Baldrige Ribbon,” graphically added to the chart for presentations.  This innovation has had a very positive effect on TACOM-ARDEC performance measures.  The senior executives who present the metrics want to meet the criteria.  This has led to in-depth analysis of processes and a general upgrading of the metrics.  The 1996 PAQ on-site team called the SMR an “industry best practice” primarily for this innovation.  Again, this improvement was a valuable product of our Benchmarking effort, although no individual partner company was identified.

7.  Benchmarking by Sharing Information - Briefing others interested in our process can also be a great source of information.  After winning the Quality Improvement Prototype Award in 1995, and ever since, organizations are eager to Benchmark against TACOM-ARDEC.  When visitors come in, we have made sure that the information flows both ways.  For although they come in to see our process, we have found that the information we learn from our visitors is often helpful to us, even if we learn from their mistakes.  A list of organizations Benchmarking our process is at Appendix J.

8.  Summary of Implemented Benchmarked Improvements

Metrics Deskguide  A tool for metrics developers, available on the WEB.
Metrics Operational Definitions  A requirement for discipline in metrics development, now part of the metrics deskguide.
Composite Metrics  A format for tracking the synergy of two performance variables.
Composite Model of Corporate Metrics  A valuable tool by which we will continue to measure the TACOM-ARDEC performance measurement program.
This profile was the source of the TACOM-ARDEC performance “Dashboard” of strategic initiatives.
Metrics Improvement Criteria  An important element of our continuous improvement efforts by which we apply Baldrige criteria to each performance measure.
9.  Future Benchmarking Goals

The SMR team is committed to continuous improvement.  We see continuous Benchmarking as a key factor.  Although we are closing this formal study, we will continue to search for both Government and Industry leaders from which we can take improvements to our process.  Also, we will continue to share with others interested in Benchmarking TACOM-ARDEC.  From these organizations will look for ideas from which we can build further improvements.   We have the issues surfaced by the on-site quality review teams to work with (Appendix K).  We will continue to address these issues as we Benchmark.

Perhaps the greatest potential for improvement in TACOM-ARDEC performance measurement will ultimately come from the data warehousing concept.  Mason and Hanger, Inc. is a good example of a corporation using a data warehouse concept for performance measurement.  From the APQC database, the following description of Mason and Hanger’s Performance Indicator System captures what we believe to be the ideal in employee access to performance measurement data:

     “Mason and Hanger developed a mainframe tracking system to retrieve and   

     report the metrics data from a centralized performance indicator source.  

     Individuals can request a performance indicator as a means to assess and 

     set goals for their continuous improvement activities.  The request goes to 

     the centralized performance indicator source which retrieves the data from 

     the company’s Information Facility System and presents it in a color-coded 

     chart format which is then prominently posted and distributed on a monthly  

     basis.  The implementation of a centralized Performance Indicator source has 

     relieved the burden placed on the requester to design and maintain his own 

     system and has standardized the process of reporting throughout Mason and 

     Hanger.  This has substantially reduced the cost of reporting, and increased 

     the use of performance indicators which have become a critical tool for 

     monitoring continuous improvement efforts.”

Ideally we would like to visit Mason and Hanger to get a demonstration of their system.  The SMR team will be working closely with CITD as the concept of data warehousing at TACOM-ARDEC moves closer to reality.  
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